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Matrix Algebra: A Review

1 Basic Definitions and Axioms.

o Matriz:
11 Q12 Q1n
Q21 Q22 Q2p,
A = : (ais)
Am1 Am2 - Omp

is an m X n matrix(m rows, n columns) with a;; as its element in the " row and ;%
columns fore=1,...,mand j=1,...,n.

e c- A= (c-ay),if cis a scalar.
[ A+B: (CLZ'j—Fbij) if B= (bz]) iIsm X n.
o AB = (Y,_, aiby;) if B has n rows.

e Associative law: (AB)C = A(BC) = ABC.
But in general, matrices don’t commute, i.e., AB # BA in general.

o Distributive law: A(B+ C) = AB+ AC.

o A’ = (aj;;) is the transpose of A.
- (A = A.
-fC=(A+B),C'=(A+B)=A"+B.
- (AB) =B'A’, (ABC) =C'B'A".
- I'=1.
— If ¢ is a scalar, ¢ = c.

— If cis a scalar, (cA) = cA’.

— If Aisan xn matrix and A = A’, A is symmetric.
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2 Sum of values.

e Denote by ¢ a vector that contains a columns of ones. Then,

n
2: ./

Ti=T1+To+ " +Tp=112.
=1

e If all elements in @ are equal to the same constant a, then x = az and
n
Zl’i =4'(a1) = a(i'1) = na.
i=1

e For any constant a and vector @, ", ax; =a) ., x; = ai’x.

o Ifa= %, then we obtain the arithmetic mean, T = %Z:’L:l x; = %i’w, from which it
follows that Y " | x; = i'x = nZ.

e The sum of squares of the elements in vector  is Y, 7 = @’x; while the sum of the
products of the n elements in vectors « and y is >, | x;y; = z'y.

e If X isn x k, then
X'X = szw;
i=1
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3 Geometry of Matrices.

ai
e Lleta= ] : | € R" = coordinates of a point in R".
Qn
Here, R™ is an example of a vector space.

e V is a wector space iff Ve, y € V and «, 5 € R, we have ax + fy € V, i.e., it is closed
under scalar multiplication and addition.

e Basis Vector: A set of vectors in a vector space is a basis for that vector space if any
vector in the vector space can be written as a linear combination of that set of vectors.

e A set of vectors vy, ,v,, in a vector space V is said to span V iff Vv € V there
exists ay, -+, a, € Rsuch that v =) | av;.

e dim(V) = dimension of V = the smallest number of vectors that span V.

e A set of vectors is linearly dependent iff any one of the vectors in the set can be
expressed as a linear combination of the others.

e A set of vectors {vy, -, U} is linearly independent iff the only solution to ajvy +
et AU, =0sap =ay = =, = 0.

e Basis of a vector space V: A set of vectors that span V and that are linearly indepen-
dent.

e If a and b are both k£ x 1, then their inner product is

k
a’b=aby +ashy + -+ apb, = Zajbj =ba.

=1
e Definition. Norm of a vector a. || a |= va’a = length of a.

e Definition. Vectors a and b are orthogonal iff a’b = b’a = 0.

e Definition. Orthogonal basis of V: Basis of V that consists of vectors that are orthog-
onal to each other.

e Definition. Orthonormal basis of V: Orthogonal basis of V in which the length of the
vectors equals one, i.e., {€1, - ,en} where || e; [|[=1Vi=1,--- ,nand ele; =0 Vi #
7.
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4 Trace.

e Definition. The trace of k x k square matrix A is the sum of its diagonal elements

k
tr(A) = Z (0778
=1

e Properties.

— Let A and B be square matrices and ¢ be a scalar.

tr(c- A) = c-tr(A)
tr(A’) = tr(A)
tr(A+ B) = tr(A) + tr(B)
tr(L) = k

a’a =tr(a’a) =tr(aa’)

k kook
tr(A’A) = Zagai = ZZa?j.
i=1

i=1 j=1

— Let A ben x k and B be k x n.
Then, we have

tr(AB) =tr(BA).
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5 Inverse.
e Definition. For a square n x n matrix A having full rank, A~! is defined to be a

matrix B that satisfies
AB = BA = 1,

= exists only if A is full rank or, equivalently, A is nonsingular.
= If the inverse exists, then it must be unique.

e Properties.

i) (AB)"'=B1'A"! (ABC)'=C"'B'A!
if A, B and C are nonsingular.

(i) (A)~ = (A7)

(iv) If A is symmetric, then A~! is symmetric.
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6 Rank of a Matrix.

e Definition.

rank(A) = rank of A
= maximum number of linearly independent columns

= maximum number of linearly independent rows

e Properties. Let A be an m X n matrix.
(i) rank(A) = rank(A’) < min{m,n}

(ii) A is said to be full rank if rank(A) = min(m,n), i.e., full rank matrix is a matrix
whose rank is equal to the number of columns it contains.

(iii) rank(AB) < min{rank(A),rank(B)}
(iv) rank(A) = rank(A’A) = rank(AA’)

(v) rank(A) = rank(PA) = rank(AQ) = rank(PAQ)
provided A: m xn, P:m xm, Q:n xn and rank(P) =m, rank(Q) = n.

e A square k x k matrix A is said to be nonsingular if it has full rank, i.e., rank(A) = k.
< There is no k x 1 scalar vector ¢ # 0 such that Ac = 0.
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7 Determinant.
e Let A be an n X n square matrix. Then,

|A| = determinant of A
= ay(—=1)" My,
i=1

where M;; = determinant of a submatrix of A with the i’ row and the j columns
deleted.

e A shortcut for the determinant of 3 x 3 matrix.
aix a2 a3

Qo1 Q22 Q23| = Q11022033 + (12023031 + (13032021 — A31A22G13 — A21G12033 — A11023032.
az1 daszz 33

e Properties.

et 0 -+ 0

10 e -0 .

(1) . . . . = 01.02...Cn:Hi:10i‘
00 - ¢

(ii) |A| = |A’| even if A is not symmetric.

(iii) |c¢- A] = ¢" - |A|, where ¢ is a scalar.

(iv) |A| = 0 if A is not full rank. < A is singular.
(v) |AB| = |4 - |B|.

(vi) If A is invertible and |A| # 0, |[A™| = 4.

(vii) If A is triangular(upper or lower), then |A| =[]\, a.
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8 Eigenvalues and Eigenvectors.

e Consider
A x =) x.
nxn nxl1 1x1 nx1
We have
(A—AL,)x =0. (1)

Note that the nontrivial solution(s) of x(i.e., x # 0) exists only if

|A — AL, = 0. (2)

Let A* denote A that satisfies (2). Then, A*= eigenvalue of A. Also, corresponding to
A*, the values of * that satisfies Ax* = A*x* is called the eigenvector of A.

e Properties. Let A be a real symmetric n X n matrix.
(i) Eigenvalues of A are real.
(ii) Eigenvectors corresponding to distinct eigenvalues are pairwise orthogonal.

(iii) Spectral Decomposition: A can be diagonalized, i.e.,there exists an orthogonal ma-
triz X (i.e., X'X = XX’ = I,, or equivalently, X’ = X~!) and a diagonal matrix
A =diag(A, -+, A\,) such that X’AX = A.

(iv) |A] = [T, A

(v) tr(A) =>"1" A
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9 Positive Definite Matrix.

e Definition. Let A be an n X n matrix.
- A is positive definite(p.d.) if €’ Ax >0 Va # 0.
- A is negative definite(n.d.) if ' Ax <0 V& #0.
- A is positive semidefinite(p.s.d.) if €’ Ax >0 Va # 0.
- A is negative semidefinite(n.s.d.) if ' Ax <0 Vx # 0.

e Properties.
(i) Let @ be an n x 1 vector. Then, A = aa’ is always p.s.d.
(ii) If A is p.s.d.(p.d.), then the eigenvalues of A > 0(A > 0)

(iii) Let A be a real, symmetric p.s.d. n X n matrix.
Then, there exists a matrix C' such that

A=C'C,

C is not unique.
(iv) If A is p.s.d., then |A| > 0.

(v) If Ais p.d., sois A™L
(vi) The identity matrix I is p.d.

(vii) If A is n x k with full column rank and n > k, then A’A is p.d. and AA’ is p.s.d.
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10 Idempotent Matrix.

e Definition. A square n x n matrix A is idempotent ift

A-A=A

e Properties.
(i) Eigenvalues of a symmetric idempotent matrix A are 0 or 1.
(ii) Any symmetric idempotent matrix A is p.s.d.
(iii) Let A be symmetric and idempotent. Then, rank(A) = tr(A).

(iv) If A is idempotent, then so is I,, — A.

10
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11 Partitioned Matrix.

e Let

A Ap Bi1 B2
A = B = .
|:A21 Azz} ’ {321 Bzz}

A1+ By Ajx+ By
A+ B =
* |:A21 + By Azz + Bas

L [Aan 0 "TA;;, 0] [A4%Ap 0
O A22 0 A22 o O A/22A22

A 0
d 011 Ags :|A11}"A22|7
A Aixz

A21 A22 = |A22} . ’All - A12A521A21‘ = }Alll . |A22 — A21AI11A12|

. A 0 o B ‘Alll 0
|0

0 A Ayl
|:A11 A12} - _ { Ci —011A12A§21 }
Az Ao —A§21A21C11 AE;} + A§21A21011A12A§21

— |:14111 + ‘4I111412(;’22142114I11 _A111A12C22:|
—C’22A21A;11 Cos

, where C11 = (A11 — A12A§21A21)_1, Ca = (Azz — A21AI11A12)_1.

11
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12 Kronecker Product.

e Let A = (&ij)a B = (b”)

Ixm nxk
an B a,,B
A@B=| : :
anB apB

almB
: : In x mk
almB

e (A9 B)'=A"1'® B 'if A and B are nonsingular.

(0A® BB) = af(A® B)
(A9B)®C=A®(B®C)
(A+B)®C=(A®C)+(B&C)
(A9 B) =A'® B’

(A® B)(C® D) = AC ® BD

tr(A® B) =tr(A) -tr(B)

|A® B|=|A|"-|B["ifl=m and n = k.

12
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13 Differentiation of Matrix.

I
eletx=|: | andy= f(z) = f(z1, - ,xn).
Tn
Define 9f(z)
ox1
of(z) [ ° 0% 1
Ox of(2)
Oxn
of (z) of () of ()
ox’ _<8x1 8a:n> Lxmn
91()
o Let g(z) =
gm(l’)
Define
og1(z) .. Ogm(x)
oz OTn
’ . . . : )
O dum()  Ogml)
ox1 Oxn
agl(x) _ <8g(z)>/
ox ox’! :
T ap
o lety=ad'z=a'a=)> xa;, wherex=| : |,a=
Ty, y,
Then,
d(a’z) a
da'x) om N I
Oz (a') dn
0Ty,

13
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[ ]
Y ay ajx
y=A xx = |1 |=|"'! |x=
mxn nx1
Ym al, a, x
sy =axfori=1,--- 'm
ayz ’
= = Q.
ox’ v
oY1 ’
- a
o(Az) | ;
* = . = . = A
ox’ 5 ,
o A,
Similarly,
d(x’A") Y
ox '

4 — A

1m><n nén n’!>{1 - Z szy]a”
ig

0(x' Ay)

ox = Ay

O(x' Ax)

. ’
5 =(A+ A

= 2Ax if A is symmetric

O(x' Ax)

ox'Ax) o
———— =z’ since —— = x;1;

0A aaij

14



